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Chapter 1

Introduction

This document attempts to be a complet description of the Global Circulation Model of the Laboratoire de Météorologie
Dynamique Zoomed (LMDZ, http://1mdz.1md. jussieu.fr/). Developed and maintained by the Laboratoire de
Météorologie Dynamique (LMD, http://www.ipsl.fr/en/Organisation/IPSL-Labs/LMD), part of the Institute Pierre
Simone Laplace (IPSL, http://www.ipsl.fr/en) of the Centre national de la recherche scientifique (CNRS, http:
//wwu.cnrs.fr/).

This document describes the LMDZ up to the 5th version of the GCM, which corresponds to the version number
r2251 from November 2014. A reference citation for the model in its old LMDZ4 version is by ( ).

1.1 LMDZ: a General Circulation Model

LMDZ corresponds to the second generation of a climate model developed 30 years ago in the LMD initially described
by ( ). This version is more modular and flexible than the previous version. The character
“Z” in the name makes reference to the capacity of refinement of the grid (Zoom, see section 4.7) in a selected area.
Higher resolution is it possible due to a generalization of the codification of the numerical formulation with a grid
where the distance factors along both distances can be arbitrarily selected.

Like the majority of climate models, LMDZ integrates on a sphere and in time the “primitive equations of the
meteorology”. These equations are a simplified version of the Navier-Stokes equations assuming that the atmosphere
is always in hydrostatic equilibrium along the vertical and neglecting the vertical geometrical variations (thin layer
hypothesis, see chapter 2). The kinetic moment related to the axis of the poles is for example computed using as
distance to the axis: acos¢. With, a is the planetary radius and ¢ the latitude, meanwhile (a+ z) cos ¢, would account
on the altitude z of an air-parcel above surface.

LMD follows a discretization of the equations based on finite differences. It is preserves mass and momentum for
the axis-symmetric component of the flow and the barotopic vorticity.

These equations can not be integrated at the viscous scale. Nowadays, on the global models, grid resolutions are
comprised from tens to hundreds of kilometers depending on the applications. Thus, impact of the sub-grid processes
on the large-scales, should be represented by parameterizations. It is also necessary to take into account fundamental
processes like the visible and infrared transfer of radiation in the atmosphere, cloud processes or the interactions
with the surface. In terms of modelers’ vocabulary, parameterizations are grouped on the “physics” of the model,
in opposition to the code which represents the “dynamics” of the large-scale. In case of application of the model on
other planets, is the physic section which has to be changed the most, and more importantly the computation of the
radiation transfer.

1.2 LMDZ: atmospheric component of the climate model of the IPSL

The climate system is a complex system, in which different components interact. The IPSL climate model (see figure
1.1) is constructed as the coupling of different models indepenently developed by te different partners of the Institute.
These are:

e atmoshpere: LMDZ
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Figure 1.1: Schematic representation of the IPSL climate model

e ocean: NEMO
e land: ORCHIDEE
e acrosols: INCA

1.3 LMDZ et other planets

LMDZ is also used in the study of atmospheres of other planets. In this application, one mostly indtroduce significant
modifications on the physcal part of the model due to the different composition and characteristics of such atmospheres.
Whereas dynamics is the same for all the planets. Currently there are operative versions of the model for: Venus,
Mars, Jupiter, Saturn, Titan and Pluto.

In order to keep this documentation with a ‘manegable’ size, a description of the different planetary uses is here
not included.

1.4 Model main characteristics

LMDZ offer a series of main characteristics some of them are unique or different in comparison to other state-of-the-art
GCMs. These main characterisitcs are:

e Hydrostatic dynamical core

e 4 different sub-grid surface types: land, ice over land, ocean and ice over ocean. Ice covered surfaces have
dynamic characteristics

o Simulation of the full atmosphere (piop, = 0 hPa)
e Yearly variations of the GHG global concentrations
e Tracer dynamics

e Zoom capabilities in a given region



e No full micro-physics: only evolution of vapour, rain and ice water spieces

coupled to a series of excternal models: ORCHIDEE, NEMO, Chimere, INCA, REPROBUS and COSP

use of the SAVE Fortran capability for memory efficiency

Parallelized in both shared and distributed memory (see in appendix E list of variables related to the discretiza-
tion of the grids)

1.4.1 Basic principles

The General Circulation Model (GCM) calculates the temporal evolution of the different variables that control or
describe the meteorology and climate at different points of a 3D grid that covers the entire atmosphere.
From an initial state, the model calculates the evolution of these variables, timestep by timestep:

e At instant ¢, we know variable X; (temperature for example) at one point in the atmosphere.

e We calculate the evolution (the tendencies) (2X), , (&X

5 5 )2 , etc. arising from each physical phenomenon,
calculated by a parameterization of each of these phenomenon (for example, heating due to absorption of solar

radiation).

e At the next time step ¢ + 6, we can calculate X, ys5 from X, and (2X). This is the integration of the variables

¢
in time. (For example, Xy 5 = X + Jt(%—)f)l + 515(%—)5)2 +...)
The main task of the model is to calculate these tendencies (%—}f
nomenon.

) arising from the different parameterized phe-

1.4.2 Dynamical-Physical separation

Organization of the LMDZ model is highly related to the split between “dynamic” (where the horizontal exchanges
are taken into account) and “physic” (which can be seen as a juxtaposition of individual atmospheric columns).

This characteristic of the physic section is used in the sense that the coding of all the parameterizations is coded
by an index which represents the horizontal grid (see a representation in figure 1.2).

This type of writing allows also to vectorize and parallelize the code. This approach also allows to have a one-
dimensional version of the model of circulation (see section 4.3). In order to have this capability, one only need to
write a program with which one can initialize the meteorological profiles on a given specific point of the globe where
one call in a loop the physical package.

Another important aspect of the modular conception is that it allows to generate in parallel, of different “physics”
interfaced with the same code dynamic. This point is essential for the studies at the LMD on Mars and Titan for
example.

In practice, the 3D model operates in two parts:

e dynamical part: containing the numerical solution of the general equations for atmospheric circulation. This
part (including the programming) is common to all versions of the model, and in general for all atmospheres of
the terrestrial type.

e physical part: that is specific to the planet in question and which calculates the forced circulation and the
climate details at each point.

The calculations for the dynamical part are made on a 3D grid with horizontal exchanges between the grid boxes,
whereas the physical part can be seen as a juxtaposition of atmosphere columns that do not interact with each other
(see diagram 2.1, and 1.2).

Generic description of the strucutre and subroutines called inside the physical package is given in figure 1.4.

The dynamical and physical parts deal with variables of different natures, and operate on grids that are differently
constructed. The temporal integration of the variables is based on different numerical schemes (simple, such as the one
above for the physical part, and more complicated, the Matsuno-Leapfrog scheme for the dynamical part, see section
2.4). The timesteps are also different.
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| -- modipsl IPSL models folder

| |-- bin

| |-- config

| |-- doc

| |-- 1ib

| | -- modeles models

|l | |-- IOIPSL I/0 tools from IPSL

| | |-- LMDZ5 LMDZ version 5

| | | -- ORCHIDEE land /vegetation/CO3 cycle/... model
| |-- tmp

| ‘-- util

|-- modipsl.testing.tar.gz.1 compressed file with the testing simulation
‘-- netcdf-4.0.1 netcdf libraries version 4.0.1

Figure 1.5: Main folder structure and main files of the LMDZtesting

The physical timestep is iphysiq times longer than the dynamical timestep, as the solution of the dynamic
equations requires a shorter timestep than the forced calculation for the physical part.

In practice, the main program that handles the whole model (gecm.F) is located in the dynamical part. When the
temporal evolution is being calculated, at each timestep the program calls the following;:

1. Call to the subroutine that handles the total tendency calculation (%—)f) arising from the dynamical part

(caldyn.F)

2. Integration of these dynamical tendencies to calculate the evolution of the variables at the following timesteps
(subroutine integrd.F)

3. Every iphysiq dynamical timestep, a call to the interface subroutine (calfis.F) with the physical model
(physiq.F), that calculates the evolution of some of the purely physical variables (e.g: surface temperature

tsurf) and returns the tendencies (%—f) arising from the physical part.

4. Integration of the physical variables (subroutine addfi.F)

5. Similarly, calculation and integration of tendencies due to the horizontal dissipation and the sponge layer is done
every idissip dynamical time step.

The physical part can be run separately for a 1-D calculation for a single column using program testphysid.F (see
section 4.3).

1.5 Technical structure

A short introduction to the tecnical aspects is given here. For a more detailed explanation please see section 4.1).

1.5.1 Folders structure

LMDZ is organized in a series of folders (see figures 1.5 and 1.6). It has folders for different purposes. At the
same time, LMDZ model has been succesfully coupled (see section 4.9) to complex land models like ORCHIDEE
(http://orchidee.ipsl. jussieu.fr/), thus in the folder structure of the model also appeared other models as a
result of the model coupling.

After a checkout from the repository, one obtains the following list of files and folders:

arch/ create_make_gcm* libf/ offline.def  physiq.def
bld.cfg gcm.def makegcmx* orchidee.def run.def
build_gcm* guide.def makelmdz_fcm* output.def traceur.def


http://orchidee.ipsl.jussieu.fr/

|-- IOIPSL
| |-- example
| |-- src
| ‘—— tools
| -- LMDZ5
[ | --— 000-README
| | -- BENCH48x36x19
| | -- DefLists
| |-- arch
| |-- arch.fcm -> arch/arch-local.fcm
[ |-- arch.opt -> .void_file
| |-- arch.path -> arch/arch-local.path
| |-- bench_lmdz_48x36x19.tar
| | -- beta_crf.data
| |-- bin
| |-- config
| |-- config.fcm
| |-- create_make_gcm
| |-- libf
I | |-- bibio
| | |-- cosp
| | |-- dyn3d
| | |-- dyn3dmem
| | |-- dyn3dpar
| | |-— filtrez
| | |-- grid
| | |-- phyld
| | | -- phydev
[ -- phylmd
| |-- libo
| | ‘-- local_48x36x19_phylmd_seq
| |-- makegcm
| | -- makelmdz
| | -— makelmdz_fcm
| |-- tmp_src
| -- tools
| |-- fcm
| ‘—- install_1d_src.sh
¢-— ORCHIDEE

|-- CVS

|-- patch_orchidee.tar

|-- src_parameters

|-- src_sechiba

¢—— src_stomate

I/0 tools from IPSL
examples

code source

tools

LMDZ version 5 folder
general information
benchmark simulation folder

available compilation architectures
file with architecure used during the compilation for fcm

file with architecure used during the compilation
compressed file with benchmark run files

configuration for the benchmark run

configuration file for the FCM* compilation tool

utility for the generation of the Makefile

source code

seme I/O routines

folder with the COSP source

routines of the dynamical core (serial version)

routines of the dynamical core (shared memory version)
routines of the dynamical core (distributed memory version)
longitudinal filter for polar regions

dimensions (iim, jjm, llm) in (x, y, z)

1D version of the physical package

development version of the physical package

routines of the physical package

Makefile of the model

tools folder

compilation Perl utility

shell script to install 1D version of the model
source of the ORCHIDEE® model

subversion folder

paramters
SECHIBA*¢ model
STOMATE model

%http://wuw.metoffice.gov.uk/research/collaboration/fcm/

bhttp://orchidee.ipsl.jussieu.fr/, ( ,
c .

( ) ) )

Figure 1.6: Folder structure and main files of the LMDZtesting/modipsl/modeles. Configuration for the test simulation

LMDZ5 - BENCH48x36x19 (serial)

)

10


http://www.metoffice.gov.uk/research/collaboration/fcm/
http://orchidee.ipsl.jussieu.fr/

(* indicates executables). The eight .def are used for the execution of the programs create_etat0_limit and gcm.
The folder 1ibf contents the source code in Fortran. The other files:

arch/ bld.cfg build_gcm* create_make_gcm* makegcm* makelmdz_fcm*

are used for the compilation (see section 4.1.5). The folder arch has the specific information for the different compi-
lations and machines. Compilation can be done in two different ways. One throughout the scripts create_make_gcm
and makegcm and the other one using the files makelmdz_fcm, bld.cfg and build_gcm.

Usually except for dyn3d and dyn3dpar, files are the same for the serial and parallel configurations (in particular
the physical section is the same)

All the program is written in Fortran. Actually all the physical section is written in the Fortran95 standard.
Source files have different terminations according to the compilation processes: .F (fix format, with instructions for
the pre-process), .£90 (free format, without instructions for the pre-process), .F90 (free format, with instructions for
the pre-process) or .h (include files, usually conformal to the fix and the free format).

The main subroutine that takes into account physical aspects of the simulations is contained in the file called
physiq.F (see section 1.5.2 and in appendix A).

An schematic representation of the main work-flow of the full model (in phylmd version) is given in figure 1.4. In
the physics one will found that (see an scheme in figure 1.7):

e There is not an specific separation of schemes. Schemes of the clouds, boundary layer, convection are seen by
the model as a whole uniq one.

e I/0O processes occur inside the physical subroutine

e Physical subroutine only brings the tendencies of the state-variables to the dynamical core of the model for
further integration

1.5.2 LMDZ physiq (phylmd)

All the physics schemes are called from the subroutine physiq which is located in the 1ibf/phylmd/physiq.F file.
A detailed decription of the sections and subroutines called inside the subroutine (in its full fisics version phylmd) is
provided in figures A.2 and A.3. It is noticed how the subroutine generates the initial and boundary conditions at the
first time-step. How it computes the different processes: surface, convection, clouds, radiation, sub-scale orographic
effects. And finally if it is the right time-step, it writes the standard output files computing also the required statistics
of the fields. Finally, if it is the last time step, it also downwrites the continuation or re-start file for continuous runs.

1.6 LMDZ in the web

Main web page of the model: http://1lmdz.1md. jussieu.fr/
To obtain on-line help (direct connection with the model developers), use the e-mail address: 1mdz-svp@lmd.
jussieu.fr

11
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Chapter 2

Dynamical core

2.1 Horizontal grid

Dynamics and physics use different grids. Figure 2.2 shows the correspondance and indexing of the physical and
dynamical grids as well as the different locations of variables on these grids. To identify the coordinates of a variable
(at one grid point up, down, right or left) we use coordinates rlonu, rlatu, rlonv, rlatv (longitudes and latitudes,

in radians).

On the dynamical grid, values at i=1 are the same as at i=IM1 as the latter node is a redundant point (due to the
these two nodes are actualy located at the same place). Similarly, the extreme j=1 and j=JM1
grid (respectively corresponding to North and South poles) are duplicated IM+1 times.

In contrast, the physical grid does not contain redundant points (only one value for each pole and no extra point
along longitudes), as shown in figure 2.2. In practice, computations relative to the physics are made for a series of

periodicity in longitude,
nodes on the dynamical

ngrid atmospheric columns, where NGRID=IMx(JM-1)+2.
As in other climatic models, variables are distributed along different grids (see figure 2.5).

e In the horizontal:

— Mass points:

— Wind points

e In the vertical:

— Mass points:

center of the grid cell; temperature, humidity, geopotential, z-wind

: borders of the grid cell (staggered); x-borders for u-wind, y-borders for v-wind

middle of the layer; temperature, winds and humidity

— z-staggered points: base/top of the layer; geopotential, vertical velocity

Dynamics Physics
Dynamical tendencies

T(x.y.z)

ql(ey ). Tiz) T

ql(z) qliz)

Tendencies due to :
- radiative transfer
- condensation

- subgrid dynamics

Physical fields

Figure 2.1: Physical/dynamical interface
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Figure 2.2: Dynamical and physical grids for a 6 x 7 horizontal resolution. In the dynamics (but not in the physics)
winds u and v are on specific staggered grids. Other dynamical variables are on the dynamical “scalar” grid. The
physics uses the same scalar grid for all the variables, except that nodes are indexed in a single vector containing
NGRID=2+(JM-1)xIM points when counting from the north pole. N.B.: In the Fortran program, the following
variables are used: iim=IM, iip1=IM+1, jjm=JM, jjpl=JM+1
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Figure 2.3: Sketch illustrating the difference between hybrid and non-hybrid coordinates

2.2 Vertical grid

The GCM was initially programmed using sigma coordinates o = p/ps (atmospheric pressure over surface pressure
ratio) which had the advantage of using a constant domain (¢ = 1 at the surface and ¢ = 0 at the top of the
atmosphere) whatever the underlying topography.

However, it is obvious that these coordinates significantly disturb the stratospheric dynamical representation as the
topography is propagated to the top of the model by the coordinate system. This problem can elegantly be solved by
using a hybrid sigma-P (sima-pressure) hybrid coordinate which is equivalent to using o coordinates near the surface
and gradualy shifting to purely pressure p coordinates with increasing altitude.

Figure 2.3 illustrates the importance of using these hybrid coordinates compared to simple ¢ coordinates. The
distribution of the vertical layers is irregular, to enable greater precision at ground level. In general we use 25 levels
to describe the atmosphere to a height of 80 km, 32 levels for simulations up to 120 km, or 50 levels to rise up to
thermosphere. This has been recently changed and current version of the LMDZ uses 79 levels (version to be used for
the CMIPG6 exercise).

The first layer describes the first few meters above the ground, whereas the upper layers span several kilometers.
Figure 2.4 describes the vertical grid representation and associated variables.

g

2.2.1 Hybrid coordinate
Vertical coordinate is implicitly defined giving the pressure in the layer [ of the model according to:
p = Ai + Bips (2.1)

By this way, vertical coordinate is not directly defined, it is given as the index of the layer starting at 1 at the surface

to N a certain altitude of the model.
Close to the surface A ~ 0 and B ~ 1, while close to the top of the model A ~ 0 and B ~ 0 with A >> Bp,

2.2.2 Mass of the cells

Pressure levels of the model defined by the relation given in equation 2.1, are defined at the interfaces between layers
of the model with p; = ps, and py11 = 0 where N is the number of vertical levels in the model. The air mass content
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DYNAMICS

[coordinates ap(),bp()]

ap(11lm+1)=0,bp(1lm+1)=0
aps (11m) ,bps(11lm)
ap(11m) ,bp(1lm)
aps(11m-1) ,bps(11lm-1)
ap(11m-1) ,bp(11lm-1)

aps(2) ,bps(2)
ap(2),bp(2)

aps (1) ,bps (1)
ap(1)=1,bp(1)=0

Figure 2.4: Vertical grid description of the 11m (or nlayer) atmospheric layers in the programming code (11lm is
the variable used in the dynamical part, and nlayer is used in the physical part). Variables +ap, bp and aps, bps
indicate the hybrid levels at the interlayer levels and at middle of the layers respectively. Pressure at the interlayer
is Plev(l) = ap(l) + bp(l) x Ps and pressure in the middle of the layer is defined by Play(l) = aps(l) + bps(l) x Ps,
(where Ps is surface pressure). Sigma coordinates are merely a specific case of hybrid coordinates such that aps = 0
and bps = P/Ps. Note that for the hybrid coordinates, bps = 0 above ~ 50 km, leading to purely pressure levels. The
user can choose whether to run the model using hybrid coordinates or not by setting variable hybrid in run.def to

True or False
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plev(nlayer)
play(nlayer-1)
plev(nlayer-1)

play(2)
plev(2)
play(1)
plev(1)=Ps

* Pk+1Wk+]
— SN m

ST R
+

+

kx
\

- Py

Figure 2.5: Variable distribution in the LMD grid
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in a grid of the model comprise between the levels p, and pgy1 is:

my = o Pk~ PRt (2.2)
g
where a = ¢, ¢, is the air of the grid where the mass:
a
me =4 [Ax — Agy1 + (B — Bry1) ps] (2.3)

2.2.3 Exner function

The calculation of the Exner function II = Cp,p" is here presented. Instead for example of computing II at the middle
of the layer from an extrapolated pressure at the middle of the layer from the level pressures at the interfaces py
(which is computational expensive), one purpose to use a supplementary relationship between levels py and the Exner
function which is directly obtained from considerations along different forms of energy inside the atmospheric column
(the same considerations which were chosen at the origin of the selection of the relative distribution of the o and the
s levels in the old formulation).

In fact, one important property of the hydrostatic approximation is the proportionality of the content of total,
internal and potential energy on a grid cell, for example:

o0 o0
/ Dpdz = / RTpdz (2.4)
0 0

This relation is not evident in the numerical formulation. But if one selects an appropriate definition for II, one
can ensure the following identity:

N

N N
Z Oymy — B, = ZRTlml = Z k6, Imy (2.5)
=1 =1 =1

From the hydrostatic equation 2.30, one can write:

B =D, + > {Ezazn] (2.6)
k=1 k
with the convention (used in the model):
m = (2.7)

N N
Sem-a, = S om [ﬁ@n} (2.8)
=1 =1 1<k<I k
N
= Z [@Z(LH} my (2.9)
k=1k<I<N K
N a
- ¥ [@ﬂsznh x < (2.10)
S
= 2> oI | (2.11)
k=1



with the conventions:

zj| _ P2 (0.11),
1

[p 011 2

+ ps (6:11), (2.12)

and

[ﬁz} _ PN-1 (0.I1) 4

P 5 (2.13)

Then one can see that the equation 2.5 can be simply satisfied if one selects the levels II following the relation
z
pd Il = kII§,p or even:

gp(SZHz = klIm (2.14)
)

Remark: In the old formulation, where the pressure levels were defined by p = op, and where one introduced s = o
at the middle of the layers, the previous relation was simply written as:

ngN:@k%@kl (2.15)

and it was precisely used to define the s levels. According to this, the new formulation is exactly equivalent to the old
one in the particular case where one choose B = g and A = 0 or the definition of the pressure levels.

2.3 Discretization of the Primitive equations

Using the previous discretizations of the space, now we can discretize the equations.

2.3.1 Mass flux
One can then introduce the three components of the mass flux as:

U=m"u, V=m"vand W (2.16)
where the vertical mass flux W is defined from:

continuity equation !

%—T:MxUMyVMZW:o (2.17)

Like in the old version, in order to solve this equation, one starts by the calculation of the accumulated mass convergence
from the top of the atmosphere down to the considered level:

N
Q=D (6,U +6,V) (2.18)
1=k
(which can be written in a more synthetic way as d,w = —0,U — 6, V). Convergence at the surface 2 gives access to
the evolution of the surface pressure:
a Ops
-——— =0 2.19
g ot 1 (2.19)

1§x notation is used to indicate that the difference is done between two consecutive points following the X direction @~ is for the
arithmetic mean of the quantity a along the X direction
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and finally, knowing that:

om a Ops
- =_24.B = —§,B0 2.20
ot g 7 ot ! (2.20)
one obtains integration the continuity equation:
—0,BQ — 6,045, W =0 (2.21)
from the top of the atmosphere, just to the k level:
1 (2.22)

In order to obtain the temporal evolution of the surface pressure from the convergence of the horizontal wind in the
column of air. One introduce the temporal derivative of the surface pressure also computed in the equation 2.17:

Ops
ot

then the equation 2.17 is vertically integrated from the top of the model in order to obtain the vertical mass flux at
all the levels.

0. B+ 0,U+6,V+0,W=0 (2.23)

2.3.2 The other equations
Introducing:

Coriolis factor by air at the grid:

[ =2Qsin ¢cy, ey (2.24)
where 2 is the planet rotational speed.
absolute potential vorticity:
00 — Oyt + f
Z = —Xv (2.25)
kinetic energy
1 /—X —Y
K= 3 (aﬁ + 00 ) (2.26)

movement equations take the following expression:

z
% — 2V 45, (@ K)+ 0 6,0+ Wi‘;“ = Sa (2.27)
- —d
% + 72X 5y (@ + K) + ?Y(SyH + Wﬁ# =S (2.28)
where II = C)pp" is the Exner function at the middle of the grid.
Thermodynamic equation is simply written (like continuity equation):
0 (52@ + 6, (?XU) +6, (éyv) +o, (EZW) — S (2.29)

And finally,
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Figure 2.6: Variable distribution in the LMD grid

the hydrostatic equation:
6.% =—0 611 (2.30)

with 8, = 6, and 0,11, = pf — II;.

2.4 Temporal integration

Temporal intergration follows a predictor/predictan methodology complemented with a 5-steps (can be changed),
Leapfrog scheme in order to ensure enough stability of the model. A schematic representation is given in the figure
2.7

2.5 Advection of tracers

2.6 High latitude filtering

In order to minimize projection problems at the poles, a smoothing filter based on fourier transforms is applied. It
can be tunned by the use_filtre_fft flag in the run.def (see in appendix B.1).

2.7 Dissipation

2.7.1 Horizontal dissipation

In the module inidissip, with ok_strato the table zvert is computed from the function:

Fz) =1+ dissip-factz —1 1+ tanh z — di.ssip,zref
2 dissip_deltaz
with the default values:
dissip_factz =4 (without dimension) (2.31)
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(t46t) = x(t) + M[x(t)] 6t \
/ Matsuno — Leap frog { >§<(t +5t) = iﬁ(t) + M [;E*(t + 6t)] ot
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m—I

Lphy Lphy

LMDZ,,_;: Matsuno-Leapfrog (iperiod=5)

N /

Figure 2.7: Schematic representation of the ‘Matsuno-Leapfrog’ temporal integration in LMDZ model

dissip._deltaz = 10 km

dissip_zref = 30 km

and z = (8 km) x In(prer/p). The f function is strictly growing on R from 1 to dissip_factz. Its value is
when the pseudo-high z is dissip_zref (see figure 2.8)

dissip_factz41
2

2.7.2 Vertical dissipation
2.8 Nudging

Nudging is a technique used to force the model to follow a given known evolution. It is basically controled by a
‘relaxation’ time (7) that gives the speed at which the model state (u) should tend to the desired known condition
(ug). In order to avoid strong discontinuities, this technique is usually applied on the tendency terms of the equations.
This methodologie is controled by ffline.def and guide.def files. In order to generate the necessary files for this
technique, one should follow:

1. NOT KNOWN, not known, NOT KNOWN

Exact resolution of:

du U — Ug
S 2.32
dt T ( )
with
ug(t) = vt + ugo (2.33)
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Figure 2.8: Vertical variation of the dissipative coefficient in inidissip

where v, ug0 and 7 are the known constants. The solution is:
u=1uy — 7 + (uo — ugo + ¥7) exp(—t/7) (2.34)
Assuming that ug is linear between ¢t = 0 and ¢7. Is obtained:

~y = Yot ~ 190 (2.35)
ty

If we consider two dates, t and t + 6t, took between ¢t = 0 and t;. We want to write u(t + dt) as function of wu(t).
Tacking the equation 2.34:

wlt + 88) = ug(t + 68) — v7 + [u(t) — uy(£) + 77] exp (—f) (2.36)
remplacing 1, (¢ + 5t) instead of u, (¢):
w(t + 5) = uy (t + 5t) {1 ~ exp (-‘f)} + u(t) exp (_5:) ~ Byt (2.37)
with:
8= % _ (1 + é) exp (—5:) (2.38)

B is a function of %, and it can be shown that § is limited between 0 and .3 (see table 2.1). The term -, inside the
equation 2.32, which takes into account the variation of ug, is not taken in the LMDZ.

2.8.1 Nudging of zonal mean

Assume that u, has not a temporal dependence. u4 and 7 are the known functions of A\. Note the zonal mean as one
bar. One has to solve:
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Table 2.1: Nuding, variation of 3 coefficient showing when one have into account the temporal variation of the field
towards one wants to nudge (equation 2.38). z; is the solution of e® = 22 + z + 1.

u(t) —a
dyu)( A\, t) = — g 2.39
@0 = -2 (2:39)
Having:
1
T/ = = (2'40)
1/7
And tacking the zonal mean of 2.39, it is obtained:
du a(t) — g
)= 2.41
=11 (2.41)
Where:
u(t) — iy = (g — ug)e " (2.42)
Replacing in 2.39, and integrating on time:
/
T "
u(h 1) = uo(A) + (g — o) (1 —e ) (2.43)
One can re-write this equation between t and t + dt:
T/

WO 4+ 68) = u( ) + —— [, — () [1 ~exp (—it)] (2.44)

(M)

It is interesting to use the zonal mean nudging with a call depending on the longitude (let’s say with a zoom?). If one
brings ¢ towards infinity in the equation 2.43, it is obtained:

Uoo(N) = ug(A) +

(ag — o) (2.45)
If 7 is a constant, then:
Uso(A) = ug(A) + g — o (2.46)

Meaning that in comparison to ug, U is simply uniformly shifted by the zonal mean which should be %,. But, if 7
is not constant, then the shift at the infinity is not uniform, it can arbitrarily be big at certain longitudes. If we want
to illustrate this effect with an example; with a periodic 7 = 27, is defined along [—, 7] by:

7(A) = 71[1 + 100 exp(—A?)] (2.47)
where 77 is any constant, and if:

’LL()()\) e USIH()\) + ug (248)
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Figure 2.9: Example of zonal nudging. U/ug = 1.3, g/t = 2.

then it can be obtained the graphic shown in the figure 2.9, for certain values of U, %y and .
The zonal nudging with an call depending on the longitude seems to do not have sens. Thus, we restrict in the
LMDZ the use of zonal nudging to a grid with a regular distribution of latitudes.

For the fix nudging (guide_add = .true.), the equation of evolution is:
du
T /T (2.49)

Neglecting the variation of u, within the nudging time, the solution becomes:

u(t + o0t) = u(t) + ugg (2.50)

in the module tau2alpha, the fixed nudging is taken into account:

ot
= 2.51
a=" (251)
where on the other cases:
ot
a=1-exp <—> (2.52)
T

2.9 Border conditions and control parameters

Pure Earth simulators should not have too many inputs as border conditions. LMDZ is the atmospheric component of
the IPSL climate model. In this case it requires different boundary conditions when it is run in the AMIP (externally
forced atmospheric model) exercises such as: sea surface temperature, Green Hause Gases concentrations evolution.
All these values are provided by the file 1imit.nc (see appendix C.3 for more details).
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2.10 Interface between dynamics and physics

2.11 Variables used in the model

2.11.1 Dynamical variables

The dynamical state variables are the atmospheric temperature, surface pressure, winds and tracer concentrations.
In practice, the formulation selected to solve the equations in the dynamics (see section 2.3) is optimised using the
following less natural variables:

potential temperature
0 (teta in the code), linked to temperature T by § = T'(P/Pref)” " with k = R/C, (note that « is called kappa
in the dynamical code, and rcp in the physical code).

surface pressure
ps in the code

mass
the atmosphere mass in each grid box (masse in the code).

the covariant meridional and zonal winds ucov and vcov.
These variables are linked to the natural winds by ucov = cu * u and vcov = cv * v, where cu and cv are
constants that only depend on the latitude.

mixing ratio of tracers
in the atmosphere, typically expressed in kg/kg (array q in the code).

ucov and vcov, vectorial variables, are stored on scalari grids u and v respectively (staggered points), in the
dynamics (see section 2.2).
teta, q, ps, masse, scalar variables, are stored on the scalar grid of the dynamics.

2.11.2 Physical variables

In the physics, the state variables of the dynamics are transmitted via an interface that interpolates the winds on the
scalar grid (that corresponds to the physical grid) and transforms the dynamical variables into more natural variables.
Thus we have winds u and v (m.s™!), temperature T (K), pressure at the middle of the layers play (Pa) and at
interlayers plev (Pa), tracers q, etc. (kg/kg) on the same grid.

Furthermore, the physics also handle the evolution of the purely physical state variables:

co2ice COy ice on the surface (kg.m=2)

tsurf surface temperature (K),

tsoil temperature at different layers under the surface (K),

emis surface emissivity,

g2 wind variance, or more precisely the square root of the turbulent kinetic energy.

gsurf tracer on the surface (kg.m~2).

2.11.3 Tracers
The model may include different types of tracers:
dust particles, which may have several modes
chemical species, which depict the chemical composition of the atmosphere

water, in vapor and ice particles
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In the code, all tracers are stored in one three-dimensional array g, the third index of which corresponds to each
individual tracer.

In input and output files (startphy.nc, see details in appendix C.2) tracers are stored seperately using their
individual names. Loading specific tracers requires that the approriate tracer names are set in the traceur.def file
(see in appendix B.5).
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Chapter 3

Physics of the terrestrial model

In this section a short explanation of the physics contained in the model is given. Focuse is given on the physical core
with which one solves the equations of the atmosphere and the physical packages used to parameterize the sub-scale
processes.

Text of this document is partially taken directly (as it is) from the cited articles. Due to the large amount of this
kind of text, no distinction with respect author’s original one is done.

There is a simplified version of the physics which only computes “Newtoninan radiative equilibrium”. Its content
is on the folder phydev

3.1 PBL, convection and cumulus schemes

In LMDZ a big effort in the turbulent and convection physics of the model has been done. Previous version of
the model (known as LMDZ-A , ) used the Mellor-Yamada pbl scheme (
) in combination with Emanuel’s convective one ( , ). In a new set of physics schemes (LMDZ- B
, ) huge modifications have been introduced and in this version (LMDZ v5): on the PBL scheme
"Thermals’ are tacking into account ( , ), a new scheme representing cold pools due to precipitating
water evaporation (wakes) have been included ( , ) which at the same time a new closure
methodology has been introduced in Emanuel’s convection (based on sub-clouds processes , ). All
these schemes interact among each other. By this reason, in LMDZ-B there is not such split of three specific schemes
(pbl, deep convection and cumulus) such in other models.

All these changes have been reported with a huge positive impact. For example, a better representation of the low
level clouds is attained, the daily cycle of precipitation over continents presents a maximum closer to the afternoon
fixing a well known bias of the models (see , ).

Semi-detailed explanation of the schemes will be done following the same scheme as in ( ).

The new set of parameterizations relies on the separation of three distinct scales for the turbulent and convective
subgrid-scale vertical motions:

1. The small scale (10100 m), associated with random turbulence, dominant in particular in the surface layer.

2. The boundary layer height (500 m-3 km) that corresponds to the vertical scale of organized structures of the
convective boundary layer.

3. The deep convection depth (1020 km) of cumulonimbus, meso-scale convective systems or squall lines.

The first two scales dominate the vertical subgrid-scale transport in the boundary layer. In the B physics’, the
parameterization of this vertical transport relies on the combination of a diffusion scheme for small scale turbulence
and a mass-flux model of the organized structures of the convective boundary layer, the so-called (’thermal plume
model’ , ; s ).
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3.2 Monitor of the physics

3.3 Planetary Boundary Layer scheme

Main characteristics combination of a:
e eddy diffusion

e ’thermal plume model” mass-flux representation of the organized thermal structures of the convective boundary
layer

The boundary layer parameterization now relies on the combination of a classical eddy diffusion ( , )
with a mass-flux representation of the organized thermal structures of the convective boundary layer, the so-called
(’thermal plume model’ , ; , ). It enables one to represent the upward convective
transport in the mixed layer although this layer is generally marginally stable ( , ), solving a long
recognized limitation of eddy diffusion ( , ). Mass-flux schemes account reasonably well for the organized
structures (thermal plumes, or rolls) of the convective boundary layer. Their properties are used in the new model
version for coupling with deep convection and also to better parameterize the boundary layer clouds ( ,

) ) .

The computation of the eddy diffusivity I, is based on a prognostic equation for the turbulent kinetic energy,
according to ( , ). Tt is mainly active in practice in the surface boundary layer, typically in the first few
hundred meters above surface.

The mass flux scheme represents an ensemble of coherent ascending thermal plumes in the grid cell as a mean
plume. A model column is separated in two parts: the thermal plume and its environment. The vertical mass flux
in the plume fi, = pagpwyy, (where p is the air density, wy, the vertical velocity in the plume and «y, its fractional
coverage) varies vertically as a function of lateral entrainment ey, (from environment to the plume) and detrainment
dip, (from the plume to the environment):

O fn
0z

= e — dip (3.1)

For a scalar quantity ¢ (total water, potential temperature, chemical species, aerosols), the vertical transport by the
thermal plume (assuming stationarity) reads:

O fenqen
0z

= emnq — dinqn (3-2)

g:r, being the concentration of ¢ inside the plume (air is assumed to enter the plume with the concentration of the
large scale, which is equivalent to neglect the plume fraction ayy, in this part of the computation). The time evolution
of ¢ finally reads:

9q _ _19pw'q
o p 0Oz

(3.3)

with

— )
pw'q" = fin (qn —q) — plCza—Z (3.4)

The vertical velocity wyy, in the plume is driven by the plume buoyancy g(6;, — 6)/6. The thermal plume fraction is
also an internal variable of the model. The computation of wyy, aun, e and dyy, is a critical part of the code. Detailed

tests on two different versions of the e;;, and d;;, computation are presented in detail by ( ) and
( ) respectively.

3.4 The model of thermals

Let us consider a vertical profile of potential temperature typical of the Convective Boundary Layer (CBL), with an
unstable surface layer (SL) of height z4, a neutral mixed layer (ML) topped by a stable atmosphere (entrainment zone
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Figure 3.1: Schematic representation of a thermal from ( , )

plus free atmosphere) as shown in Fig. 3.1. Although the entrainment layer may or may not be an inversion layer, we
will use the classical notation z; for the height of the top of the mixed layer (following chapter 1 ,

In this idealized environment, the thermal is introduced as a simple plume of buoyant air coming from the SL.
Buoyancy is expressed as the gravity times the relative difference between virtual potential temperature inside and
around the thermal plume. The virtual potential temperature is

0, =T (i’;’)ﬁ (1+ 0.61q) (3.5)

where T is the air temperature, pg = 10° Pa, x = 0.287, and ¢ is the specific humidity in kgkg~!. In this section, in
order to avoid the use of multiple indices, the virtual potential temperature is notified 6.

If the plume does not mix with its environment, its virtual potential temperature is that of the SL, 0gy. If, in
addition, the thermal is assumed to be stationary and frictionless, the vertical velocity inside the plume, in absence of
phase change of water, is given by

dw ow 95L - 9ML
2 s = g M 3.6
(horizontal pressure differences between the plume and its environment are neglected). The air is uniformly
accelerated in the ML until the level where the mean potential temperature 6(z) exceeds 0gr,. This level will be
retained for definition of z;. At this level, the square of the vertical velocity wyq, obtained by vertically integrating
Eq. 3.6 over the depth of the CBL is twice the convective available potential energy (CAPE) defined as

CAPE :/ "z g¥51 = OML (3.7)
0 Orr

Above z;, w is still positive (overshooting) but decreases to finally vanish at the height z; (top), where

* e -0
/ dz g2~ — . (3.8)
0 0

The integral corresponds to the shaded area on the left-hand side of Fig. 3.1 and the CAPE to that part of the
integral below z;. After reaching z;, air parcels coming from the plume are heavier than the environment and should
sink again. This will not be considered here.

What is required for transport computations is not the vertical velocity but rather the mass flux per unit area,
f = apw, where « is the fraction of the horizontal surface covered by ascending plumes and p is the air density. As a
first step, we assume that f is constant within the ML (no detrainment). In order to determine this constant value,
it is necessary to invoke the geometry of the thermal cell. Results will depend on geometry of the plume (for further
details see , ).
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Figure 3.2: Schematic representation of a wake from (Grandpeix and Lafore, 2009)

3.5 Cold pools

The wake model is fully described in Grandpeix and Lafore (2009); Grandpeix et al. (2009). Ounly a short descriptive
view of the scheme is presented here.

The model represents a population of identical circular cold pools (the wakes) with vertical frontiers over an infinite
plane containing the grid cell. The wakes are cooled by the convective precipitating downdrafts, while the air outside
the wakes feeds the convective saturated drafts (see figure 3.2).

The wake centers are assumed statistically distributed with a uniform spatial density D,,r. The wake state variables
are their fractional coverage oy, (0, = D712, where 7 is the wake radius), the potential temperature difference §6(p)
and the specific humidity difference dq, (p) between the wake region (w) and the off-wake region (x). §6(p) and dq,(p)
are non zero up to the homogeneity level p, = 0.6ps (where ps is the surface pressure). Above pj the sole difference
between (w) and (x) regions lies in the convective drafts (saturated drafts in (z) and unsaturated ones in (w)).

Wake air being denser than off-wake air, wakes spread as density currents, inducing a vertical velocity difference
dw(p) between regions (w) and (x) (dw(p) > 0). The vertical profile dw(p) is imposed piecewise linear. Especially,
between surface and wake top (the altitude h,, where §0 crosses zero) the slope corresponds to wake spreading without
lateral entrainment nor detrainment.

The wake geometrical changes with time are due to the spread, split, decay and coalescence of the wakes. Split,
decay and coalescence are merely represented by imposing a constant density D, and by assuming that when o,
reaches a maximum allowed value (= 0.5) some wakes vanish (i.e. mix with the environment) while others split so
that the fractional cover o,, stays constant. The spreading rate of the wake fractional area o,, reads:

010 = 2C\/TD 10w (3.9)

where C,, the mean spread speed of the wake leading edges, is proportional to the square root of the WAke Poten-

tial Energy WAPE: C, = k.V2WAPE and WAPE = —g Oh’“ ‘Seﬂdz, where, k., the spread efficiency, is a tunable
parameter in the range 1/3 —2/3 and 6, is the virtual potential tgmperature.

The energy and water vapor equations are expressed at each level yielding prognostic equations for 66(p) and dg, (p)
as well as contributions to the average temperature # and average humidity g, equations.

The convective scheme is supposed to provide separately the apparent heat sources due to saturated drafts and to
unsaturated drafts, which makes it possible to compute the differential heating and moistening feeding the wakes.

At this stage there is not interaction or dynamics among weaks from neighbourg gris points.
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3.6 Deep cloud convection

Main characteristics as combination of:
e Emanuel’s scheme
e New closure: sub-cloud processes: ALE, CIN, ALP from ’thermal plume model’ and cold pool parameterizations

( ) convection scheme is the base for the deep convection in LMDZ, but with a modification in
its closure methodology based on the sub-cloud processes. The coupling of the convective parameterization with
those of sub-cloud processes is done through the notions of Awailable Lifting Energy (ALE, which must overcome the
Convective INhibition, or CIN, for triggering) and Awailable Lifting Power (ALP) that controls the convective closure.
Both quantities are computed from internal variables of the ‘thermal plume model’ and of a new parameterization of
the cold pools created by re-evaporation of convective rainfall in the sub-cloud layer ( , ;

) )'
This version uses the buoyancy sorting mass-flux scheme of ( , ), with modified mixing (
, ) and splitting of the tendencies due to saturated and unsaturated drafts. The precipitation efficiency is
computed as a function of the in-cloud condensed water and temperature following ( ,
). It is bounded by a maximum value ep;,q, which is slightly less than unity to allow some cloud water to remain
in suspension in the atmosphere instead of being entirely rained out ( ).
The ALE allows to overcome the Convective INhibition (CIN) so that convection is trlggered when ALE > |CIN]|.
The closure consists in prescribing the mass flux M at the top of the inhibition zone as:

ALP

_ 1
2wy, + |CIN| (3.10)

where wp is the updraft speed at the level of free convection. The original constant value wp = 1m/s was replaced
by a function of the level of free convection as explained below.

In this version, two processes are taken into account for both ALE and ALP: (1) the ascending motions of the
convective boundary layer, as predicted by the thermal plume model and (2) the air lifted downstream of gust fronts.
ALE is the largest of the lifting energies provided by the two processes: ALE = max(ALEy,, ALE,,) where ALEy,
scales with w?, and ALE,; = WAPE (see eq. 3.9). ALP is the sum of the lifting powers provided by the two
processes: ALP = ALPy;, + ALP,,;, where ALP;;, scales with w?h and ALP,;, scales with C2 (see eq. 3.9).

This coupling between cold pools (generated by convection) and convection (triggered in turn and fed by cold
pools) allows for the first time to get an autonomous life cycle of convection, not directly driven by the large scale
conditions.

There is currently under-development a stochastic convective triggering methode which is being attached to the
convection.

3.7 Cumulus scheme

The initial cumulus scheme used in LMDZ is based on the Tiedkte scheme ( ) ). Nowadays is based in
Emanuels’ scheme ( , ), with a bi-gaussian statistical cloud scheme ( , ).

The fractional cloudiness «. and condensed water g. are predicted by introducing a subrid-scale distribution P(q)
of total water ¢ so that:

e = /OO dg P(q) (3.11)

4sat

qe = /Oo (dq ¢ — qsat)P(q) (3.12)

qsat

where ¢gq:(T) is the grid averaged saturation specific humidity in the mesh.

For deep convection (see scheme in figure 3.3), we assume that the subgrid-scale condensation and rainfall can be
handled by the Emanuel scheme, so that this statistical cloud scheme is used only to predict the fractional cloudiness
for the radiative transfer. Following ( ), the in-cloud water (gin. = q./a.) predicted by the
convective scheme is used, through an inverse procedure, to determine the variance o of a generalized log-normal
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function bounded at 0. With this particular function, the skewness of P(q) increases with increasing values of the
unique width parameter £ = o/q.

For other types of clouds, the statistical cloud scheme is used to compute not only the cloud properties for radiation
but also ‘large scale’ condensation.

If the thermal plume is not active in the grid box (in practice if fi;, = 0 see equation 3.1), the width parameter £
of the generalized log-normal function is specified as a function of pressure: £(p) increases linearly from 0 at surface
to €goo = 0.002 at 600 hPa, then to 300 = 0.25 at 300 Pa. It is kept constant above.

When fi;, > 0 in the grid box, two options are available. Either we use the ( ) procedure
to invert the width parameter ¢ from the knowledge of the condensed water computed in the thermal plumes (like
what is done for deep convection) or we use a new statistical cloud scheme proposed by ( ) in which

the sub-grid scale distribution of the water saturation deficit (rather than total water) is parameterized as the sum of
two Gaussian functions, representing the variability within and outside the thermal plume respectively. The width of
each Gaussian varies as a function of the thermal plume fractional cover ay, and of the contrast in saturation deficit
between the plume and its environment.

A fraction f;,, of the condensed water ¢, is assumed to be frozen. This fraction varies as a function of temperature
from f;,, =0 at 273.15 K to f;,, =1 at 258.15 K. The condensed water is partially precipitated. Derived from

( ) formula for an anvil model, the associated sink is
inw 10
= — 3 iwQiw 3.13
TR (PWiwGiw) (3.13)
where Wi, = Yiw X Wo, wo = 3.29(pgiw )16 being a characteristic free fall velocity (in m/s) of ice crystals given by
( ) and 7, a parameter introduced for the purposes of model tuning (p in kg/m?).
For liquid water, following ( ), rainfall starts to precipitate above a critical value clw (0.6 g/kg in

the reference version) for condensed water, with a time constant for auto-conversion T.onpers (= 1,800 s) so that

dt Tcon’uers

dgrw — qu [1 _ e—(qlw/clw)"’} (3.14)

A fraction of the precipitation is re-evaporated in the layer below and added to the total water of this layer before
the statistical cloud scheme is applied. For ice particles, we assume that all the precipitation re-evaporates. For liquid
water, following 